MINIMAL THRESHOLD SEPARATORS AND MEMORY REQUIREMENTS FOR SYNCHRONIZATION*
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Abstract. Suppose that in a system of asynchronous parallel processes, certain pairs of processes mutually exclude one another (must not be in their critical sections simultaneously). This situation is modeled by a graph in which each process is represented by a vertex and each mutually excluding pair is represented by an edge. Henderson and Zalcstein have observed that if this graph is a threshold graph, then mutual exclusion can be managed by simple entrance and exit protocols using PV-chunk operations on a single shared variable whose possible values range from zero to \( t \), the minimal threshold separator number of the graph. A new expression is given for this separator \( t \) of a threshold graph in terms of the normal decomposition of the threshold graph given by Zalcstein and Henderson. It is shown that \( t+1 \) values would be needed in the shared variable even if the mutual exclusion were being managed by the Fischer-Lynch test-and-set operator, which is considerably less restrictive than PV-chunk.
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1. Introduction. Concurrent processing by several asynchronous processes presents control problems that have been widely studied \[1, 2, 4-6, 9, 11, 14\]. It may be, for instance, that due to a need to access shared resources, such as a printer or shared data, certain events must be prevented from happening simultaneously in two (or more) processes. One approach is to have a designated section of code in each process identified as a critical section and to have the processes execute a join algorithm that controls access to the critical sections. This algorithm is typically represented within each process by two protocols: the entry protocol, which is a section of code executed by a process before it is admitted to its critical section (and in which it may loop for some time, if the shared resource is in use by other processes); and the exit protocol, which is executed when the process leaves its critical section and makes the shared resource available to other processes. See \[2\] for a more precise discussion.

The processes may communicate by sending and receiving messages or by manipulation of one or more shared variables. A large number of ways of accessing shared variables have been studied, such as elementary read and write operations \[5\], P and V operations \[6\], PV-chunk operations \[9\], and test-and-set operations \[2\], \[14\]. In this paper we will implicitly be using the model of critical sections and of test-and-set operations laid out in \[2\], which provided one of the principal motivations for this paper. One of our goals is to compare the PV-chunk and test-and-set operations in a certain context; we describe them further in \S 4.

Many of the papers cited above study a form of the mutual exclusion problem in which only one process can be in a critical section at one time. In fact, there are problems of interest in which more than one process can be in a critical section at a time. An early example of such a problem in the literature is called the dining philosophers problem (see \[10\] and some earlier references cited therein); a very practical problem of this type is the readers-and-writers problem (see \[17\] and the references therein) in which several processes may be allowed to read a data item simultaneously, but a process may change the item (write it) only at a time when no other process is accessing it. A set of such problems is the hope that the so-called philosophers problem requires for mutual exclusion, etc.) for a lim and writers problem are as powerful as te- efficient in some other.
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MEMORY REQUIREMENTS FOR SYNCHRONIZATION

2. Graph theory preliminaries. By a graph \( G = (V, E) \) we mean a finite set of vertices \( V \) together with a finite set of edges \( E \), each of which is a different unordered pair of distinct vertices; that is, a finite undirected graph without self-loops or parallel edges. If \( a \) and \( b \) are vertices we say that they are adjacent if \( (a, b) \) (or equivalently \( (b, a) \)) is an edge of \( G \); we also say that this edge connects \( a \) and \( b \).

Threshold graphs were introduced in [3] and have been studied extensively [9], [11], [13], [15], [16]; we will rely very heavily on [9]. A graph \( G = (V, E) \) is a threshold graph if there is an integer \( t \) called the threshold (or sometimes the separator), and with each vertex \( x \) in \( V \) is associated a non-negative integer label \( a(x) \) such that a subset \( S \) of \( N \) is stable (no two nodes in it are connected by an edge in \( E \)) if and only if the sum of the \( a(s) \) for all \( s \) in \( S \) is less than or equal to \( t \). (We will call such a labeling, including knowing \( t \), a threshold labeling.) A great many other characterizations of threshold graphs are known (see, for example, [3], [9], [13]); some that we need are recalled at the start of §4.

A graph is a threshold graph if and only if it has a threshold labeling. The labeling, however, is not unique. In [16] Orlin has given an algorithm for determining the minimal separator \( t \) (and an associated labeling) that will work for a given threshold graph. In §4 we use a slight modification of the normal form for a threshold graph (implied in Corollary 1B, [3, p. 151] described in detail and named in [9]) to give a more closed form for the minimal value of \( t \), and to see that this minimal value of \( t \) is important in determining the minimum amount of shared memory to do mutual exclusion.

In §5 we study a mutual exclusion problem (Example 5.2) for a generalized dining philosophers problem that corresponds, in the sense described in §1, to a threshold
3. The minimal separator of a threshold graph. We review some graph theory terminology. If \( G = (V, E) \) is a graph and \( V' \) is a subset of \( V \), the subgraph of \( G \) induced by \( V' \) is the graph whose vertices are the vertices of \( V' \) and whose edges are all edges of \( E \) which connect points in \( V' \). A graph is a clique if every two points in it are adjacent; a subgraph of another graph \( G \) is a clique if it is a clique considered as a graph by itself, and is a maximal clique in \( G \) if it is not contained in any larger subgraph of \( G \) which is a clique. The clique with \( n \) vertices is denoted \( K_n \).

The degree of a vertex is the number of vertices adjacent to it. We call a vertex isolated if it has degree zero, and nonisolated otherwise. We will call a vertex dominating (this is not a standard notation) if it is adjacent to every nonisolated vertex. By the neighborhood \( N(x) \) of a vertex \( x \) we mean the set of vertices adjacent to \( x \), together with \( x \) itself.

By way of making these terms clearer, we restate a well-known fact [3] about threshold graphs: no threshold graph may have as an induced subgraph any of the graphs shown in Fig. 1. These are the path on four vertices, \( P_4 \); the cycle on four vertices, \( C_4 \); and the union of two disjoint edges, \( 2K_2 \) (note that a single edge is a clique on two points, \( K_2 \)).

![Graphs C₄, P₄, and 2K₂.](image)

To prove that none of these graphs can be an induced subgraph of a threshold graph \( G \), suppose that one of them is and label the four vertices \( w, x, y, \) and \( z \). Suppose also that \( (w, z) \) and \( (x, y) \) are edges, but that \( (w, y) \) and \( (x, z) \) are not (e.g., label the vertices in each graph in Fig. 1 clockwise from upper left.) We will consider the labelings from a threshold labeling of \( G \). Clearly, \( a(w) + a(z) > t \) and \( a(x) + a(y) > t \), since these pairs of vertices induce edges; clearly, \( a(w) + a(y) \leq t \) and \( a(x) + a(z) \leq t \), since these pairs do not. Adding the two pairs of inequalities produces a contradiction.

We also recall that an induced subgraph of a threshold graph must be a threshold graph; one simply restricts the threshold labeling to the subset of vertices and retains the same separator \( t \).

Given a set of vertices \( V \) there may be various labelings \( a(x) \) of the vertices and various separators \( t \) associated with them that lead to the same threshold graph \( G \). For a given \( G \), we want to determine the smallest possible \( t \). This has been done in [16], which gives an algorithm to compute the smallest possible \( t \); we approach the problem slightly differently.

To this end, we state Lemma 3.1.

**Lemma 3.1.** Let \( x \) be a vertex with \( t \) of \( G \).

**Proof.** Let \( z \in V \), then \( a(z) + a(y) > t \). But in a threshold graph, \( t \) cannot occur as a.

**Theorem 3.2.**

(a) \( G \) is a threshold graph.
(b) Every induced subgraph of \( G \) is a clique.
(c) \( G \) does not contain \( K_4 \) as an induced subgraph.

**Proof.** Items (a) and (b) are straightforward.

**Corollary.**

(a) No vertex in \( C_4 \).
(b) Every vertex in \( P_4 \) has degree 2.
(c) Every vertex in \( 2K_2 \) has degree 1.

We may need to count nonempty and empty cases. If \( C_{n+1} \) is nonempty, we have only one construction which would complete \( C_{n+1} \). If \( C_{n+1} \) is empty, we have only one construction which would complete \( C_{n+1} \). We are interested in the case where \( C_{n+1} \) is empty, and increase proceed with further.

It is easy to see that removal there are some vertices isolated which would have been already removed.
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problem slightly differently to get \( t \) in a more explicit form we can apply later in the paper. To this end, we need to recall and modify slightly the definition of "normal form" of a threshold graph given in [9].

**Lemma 3.1.** Let \( G \) be a threshold graph with an associated threshold labeling. Let \( x \) be a vertex with a label as large as any other label in \( G \). Then \( x \) is a dominating vertex of \( G \).

**Proof.** Let \( z \) be any nonisolated node. Then it is connected to some node \( y \) and \( a(z) + a(y) > t \). But \( a(x) \geq a(y) \), so \( a(z) + a(x) > t \) and \( z \) is adjacent to \( x \). □

In [3] threshold graphs are characterized by the fact that the three graphs of Fig. 1 cannot occur as induced subgraphs. We will need an additional characterization.

**Theorem 3.2.** For a graph \( G \), the following are equivalent:

(a) \( G \) is a threshold graph.

(b) Every induced subgraph of \( G \) (including \( G \) itself) has a dominating node.

(c) \( G \) does not have as an induced subgraph the graphs \( P_3, 2K_2 \), or \( C_4 \).

**Proof.** Items (a) and (c) have been proved to be equivalent in [3]. Item (a) implies (b) by Lemma 3.1, since every induced subgraph of a threshold graph is threshold. Item (b) implies (c), since none of \( P_3, 2K_2 \), or \( C_4 \) has a dominating vertex. □

The fact that (b) implies (a) is already implicit in [3]. That paper also contains the following Corollary 1B. A graph \( G = (V, E) \) is a threshold graph if and only if there is a partition of \( V \) into disjoint sets \( A, B \), and an ordering \( a_1, a_2, \ldots, a_n \) of \( V \) such that no two vertices in \( A \) are adjacent; every two vertices in \( B \) are adjacent; and if \( j \leq k \), then \( N(a_i) \subseteq N(a_k) \). This fact is developed considerably in [9]; we will expand on it further here.

Given a threshold graph, we construct the normal form as follows. Choose all isolated vertices and put them in class \( D_0 \); take all dominating vertices and put them in class \( C_n \). The subgraph of \( G \) induced by the remaining vertices we call \( G_1 \). For each consecutive subgraph \( G_i \), place the isolated vertices in \( D_i \), and the dominating vertices in \( C_{i+1} \). Continue until \( G_{n+1} \) is empty.

Note the following:

(a) No vertex in \( D_0 \) is connected to any other vertex of any \( D_i \) (including \( k = j \)).

(b) Every vertex of every \( C_i \) is connected to every vertex of \( C_j \) (including \( k = j \)).

(c) Every vertex of \( D_0 \) is connected to every vertex of \( C_k \) for \( j \leq k \), but to no other vertices.

We may need to rearrange the last sets slightly to guarantee that both \( C_n \) and \( D_n \) are nonempty and that both \( C_{n+1} \) and \( D_{n+1} \) are empty. We distinguish, temporarily, two cases. If \( C_{n+1} \) is empty, \( D_n \) is nonempty (in fact it has at least two vertices, since if there were only one it would have been in \( C_n \) and \( C_n \) is nonempty (else the construction would have stopped sooner). In the second case, \( C_{n+1} \) is nonempty. Then \( C_{n+1} \) must contain at least two vertices; otherwise the one vertex would have been in \( D_n \). In this case we arbitrarily choose one vertex of \( C_{n+1} \), move it to \( D_{n+1} \) (previously empty), and increase \( n \) by one. Thus we also have \( C_n \) and \( D_n \) both nonempty, and proceed with further analysis.

It is easy to see that all \( C_k \) and \( D_k \) are nonempty for \( 1 \leq k \leq n \), since before each removal there are dominating vertices by Theorem 3.2 and their removal must leave some vertices isolated or else each dominating vertex of the newly reduced graph would have been already dominating prior to the reduction.

We call the resulting decomposition of \( G \) into \((D_0, D_1, \ldots, D_n, C_1, C_2, \ldots, C_n)\) the normal form of \( G \). It is unique except perhaps for the choice of one node when we combined the two cases above; we tolerate that since it simplifies calculations below.
In Fig. 2 we illustrate the normal form, and the labeling that will be introduced below. On the left we show the graph G; the right shows the same graph with the vertex in Ck labeled 11, that in C2 labeled 8, those in D1 labeled 1, and those in D2 labeled 4. For this graph and labeling, \( t = 11 \). To convince ourselves that lower labels will not work, note that (once \( r, s, t, u, \) and \( v \) are labeled 1 and the separator is \( t \)) vertex \( x \) must have label at most \( t - 3 \), since \( x, r, s, t, u \) induce no edges; now \( x, v \) and \( y \) induce an edge so \( w \) and similarly \( z \) must have label at least 4. Since \( r, s, u, z, \) and \( w \) induce no edges, \( t \) must be at least 11. The reader may find it helpful to delete vertex \( w \) from \( G \) and find the normal form and a labeling.

**Theorem 3.3.** Let \( G \) be a threshold graph and \( (D_0, D_1, \ldots, D_n) \) its normal form. Let \( d_k \) denote the number of vertices in \( D_k \). Then the vertices can be labeled so as to give a threshold labeling with separator \( t \) satisfying

\[
t + 1 = \prod (d_k + 1), \quad k = 1, \ldots, n.
\]

**Proof.** Our labeling method is the same as that of [9] and [16]. For simplicity of formulas we define \( g_j = \prod (d_j + 1) - 1 \), where the product is for \( j = 1, \ldots, t \); by definition \( g_0 = 0 \). Assign each element of \( D_0 \) the label 0 (they lie on no edges). Assign each element of \( D_1 \), the label 1; the total of all the labels assigned so far is \( d_1 \), which is equal to \( g_1 \). Assign each element of \( D_2 \), the label \( d_1 + 1 \); the total of the labels in \( D_2 \) is \( d_1 (d_1 + 1) \) and the grand total so far is \( g_2 \). We show by induction that when we assign each element of \( D_k \), the label \( g_k + 1 \), the labels in \( D_k \) will total \( d_k (g_k - 1 + g_k + 1) \) and the sum of the labels to this point will be \( g_k \). The induction step is to observe that \( g_k + d_k (g_k + 1) = g_{k+1} \), that is,

\[
\prod (d_j + 1) - 1 + d_{k+1} \prod (d_k + 1) = \prod (d_k + 1) - 1 \quad (j = 1, \ldots, k)
\]

\[
= (d_{k+1} + 1) \prod (d_k + 1) - 1 \quad (j = 1, \ldots, k)
\]

\[
= \prod (d_k + 1) - 1 \quad (j = 1, \ldots, k + 1)
\]

as desired.

Now we let \( t = g_n \), and for each \( k \) we assign each element of \( C_k \) the label \( g_n - g_{k-1} \). We must show that this gives a threshold labeling of \( G \). Note the following:

(a) No two vertices of any \( D_k \) are connected, since the labels in all the \( D_k \) total \( g_n \).

(b) Any two vertices in any \( C_k \) are connected, since each such point has label at least \( g_n - g_{k-1} \). This must exceed half of \( g_n \) since \( g_n = (g_{n-1} + 1)(d_{n-1} + 1) - 1 \) and \( d_n \) is at least 1.
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(c) To test if a vertex in \(D_i\) is connected to a vertex in \(C_j\), note that their labels total \((d_{k-1} + 1) + (g_{k-1} - g_{k-1})\). This exceeds \(t\) exactly if \(k\) exceeds \(i\), as required.

This completes the proof of Theorem 2.3. □

It can be shown that this is the same labeling as that in [16]. We could then rely
on the proof there that the resulting \(t\) is minimal. However, a distinctly different proof
of minimality will follow from the results of § 4 below.

4. Process synchronization. Now we turn to the problem of managing asynchronous
processes. We are motivated primarily by the considerations in [9] and in [2]; the
reader is referred to [2] for a more complete background and terminology. Suppose
we have a number of processes, some of which conflict with each other (e.g., they
demand access to the same resources that cannot be shared simultaneously by all
processes wanting them). We connect this to the considerations above by supposing
that each vertex of the graph \(G\) represents a process, and that two processes conflict
precisely if there is an edge connecting those vertices.

For example, suppose there is a record in a file consisting of two fields, a name
(the key) and an address. Suppose there are five transactions in the system, each
wanting to locate the same record, and then carry out the following tasks:

Process \(A\): Read the name (that is, locate the record and confirm that it exists, no
further use of it).

Processes \(B\) and \(C\): Read the address.

Process \(D\): Change the address in the existing record.

Process \(E\): Change the name (key) and address.

This is a slight generalization of a conventional readers-and-writers problem.
Processes \(A\), \(B\), and \(C\) are "readers" and all can access the record at once and still
produce consistent results. Process \(D\) can proceed simultaneously with Process \(A\) but
not with \(B\) or \(C\); Process \(E\) cannot proceed at the same time as any of the others.

Drawing a graph with vertices \(A\) through \(E\) and drawing the appropriate edges yields
the graph of Fig. 3(a); this graph is, in fact, a threshold graph, with a threshold labeling
as shown in Fig. 3(b). This example is further expanded in § 5.

Suppose we are given a system of asynchronous processes and a set of pairs of
these processes such that two processes in a pair cannot proceed simultaneously; i.e.,
members of each pair mutually exclude each other in the sense discussed in § 1 above
and defined carefully in [2]. Each process has a piece of code called a "critical section";
we must provide entry and exit protocols for all processes in the system such that
execution of these protocols will guarantee that two processes in a given pair will
never be in their critical sections simultaneously. The graph \(G\), with one vertex
corresponding to each process and one edge for each mutually excluded pair of

\[ \text{Fig. 3(a)} \]

\[ \text{Fig. 3(b)} \]
processes, will be called the exclusion graph of the system. (For other work with this graph, see [15].)

Our treatment is much weaker than that in [2] in that we do not consider lockout prevention or any sort of fairness condition (e.g., bounded waiting). However, the treatment in [2] assumes that only one process out of the \( N \) processes in the system can be in its critical section at once: that is, the exclusion graph is a clique. Here we deal with an exclusion graph that is a threshold graph, and any set of processes corresponding to a stable set of vertices in the graph can be in their critical sections at the same time.

For communication between the processes, we will assume that there are one or more shared variables \( V_1, \ldots, V_n \), each of which can be accessed by more than one process, perhaps by all the processes. One thing we are seeking is bounds on the storage necessary for these variables. We denote the size of the set of values assumable by \( V_k \) by \(|V_k|\); thus if \( V_k \) can assume values from 0 to \( N \), \(|V_k| = N + 1\).

The processes access these shared variables only by specified operations called synchronization primitives (see [1], [2], [5], [6], [9], [11], [14] for some guides to this rather extensive literature). In this paper we will have occasion to use two distinct synchronization primitives: PV-chunk [9] and test-and-set [2], [14].

The syntax of the test-and-set operator, given in more detail in [2], may be summarized as follows: a test-and-set operator allows a process to test a shared variable until it reaches a fixed (set off) value and then perform certain actions, including resetting the shared variable to a value, which may be determined by the process using its knowledge of the shared variable value. The statement may be written as follows:

\[
\text{test } V \text{ until } V = x_1 \text{ or } x_2 \text{ or } \ldots \text{ or } x_n \text{ then } V := \text{ function } (V).
\]

If \( V \) is not one of the indicated values then the statement is reexecuted from the beginning (busy waiting). As soon as \( V \) assumes one of the indicated values, function \((V)\) is computed, \( V \) is set to the new value, and control passes to the next statement. (The computation and substitution is an atomic action; that is, if several processes are attempting to access \( V \), only one at a time will actually change the value of \( V \).) Note that \( V := \text{ function } (V) \) is an acceptable form of the test-and-set statement, since by implication it tests \( V \) first and sees that it has any one of its finitely many possible values. In each case, the function in \( \text{ function } (V) \) is an arbitrary programmable function; it may take significant computation time or space. It is this feature that makes the general test-and-set operator both extremely powerful and difficult to implement efficiently.

A PV-chunk operator [9] can be implemented as a special case of a test-and-set operator but, being much more restricted, is usually written rather differently. Essentially, it restricts the test to testing for a certain one-sided inequality and the function to incrementing or decrementing by a (freely user-chosen) constant. The syntax we will use is the following:

\[
\text{Test } V \text{ until } V \geq c_1 \text{ then } V := V - c_1.
\]

Note that \( c_1 \) can vary from one occurrence of this statement to another. \( V \) is initialized to some positive integer at the start and will never become negative; it can be increased by any process by executing the statement with \( c_1 \) negative, in which case the test condition is met automatically.

Variations of both test-and-set and PV-chunk can be specified in which a "failure" message is returned if the condition is not met, instead of busy waiting until it is met.
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An operation very much like PV-chunk is available as a system call "SEMOP" in UNIX System V. The operation there increments or decrements a variable (or even several variables) by varying amounts as an atomic operation, provided that the change does not carry the variable(s) below 0 or above \(2^{15} - 1\). Thus, there is real motivation for finding methods that coordinate large time-shared or networked systems using PV-chunk which require a limited range for the shared variable(s). In addition, hardware experimenters, such as those designing the New York University Ultracomputer, have been experimenting with parallel hardware designed to perform \(N\) changes on a variable in less than time proportional to \(N\) (e.g., time proportional to \(\log N\)). The operations proposed seem not inconsistent in complexity with PV-chunk, but are surely less complex than the general test-and-set. Test-and-set requires that an individual process receive a value from the shared memory, compute, and return a value to shared memory; PV-chunk allows a value to be sent to special hardware serving the shared memory, which can do the calculation internally and needs to pass very little back to the calling process (in the model given here, the calling process sleeps until \(V\) is large enough, then \(V\) is decremented and the process awakens; in an alternative model, a single-bit message "fails" or "succeeds" and may be returned to the caller by the special hardware.

A principal result of [9] is that given a collection of processes and conflicts forming a threshold graph, conflict avoidance (mutual exclusion) can be achieved by using PV-chunk operations on a single shared variable with range \(0\) to \(t\); each process can enter its critical section if and only if it can decrement \(V\) by an amount given by the label of its node in the graph. Further, the threshold graphs are precisely the graphs for which PV-chunk operations on a single shared variable will achieve conflict avoidance.

The results in [2] assume that all processes in the system are deterministic and impose a technical requirement "No Memory": each process knows nothing about the state of the system other than what is in the shared variable(s). That is, each time a process enters or leaves its critical section when the shared variable(s) have a particular value, it makes the same change in the shared variable(s). We do require this in the proof of Theorem 4.2 below.

Our main result in this section is that managing mutual exclusion in a system where the exclusion graph is a threshold graph, both test-and-set and PV-chunk operations require the same amount of shared memory and that is the amount determined by Theorem 3.3.

**Theorem 4.1** [9]. Let a system of processes have the exclusion graph \(G = (V, E)\), which is a threshold graph with separator \(t\). Then there are entry and exit protocols that achieve the desired mutual exclusion by using PV-chunk operations to access a single shared variable whose range includes the integers 0 to \(t\).

**Proof** [9]. It suffices to start the shared variable \(V\) with the value \(t\). The entry protocol for a process whose corresponding vertex has label \(a\) is simply the following:

\[
V := V - a
\]

and the exit protocol is simply

\[
V := V + a
\]

(as noted, the prefix "Test \(V\) until \(V \geq a\)" would add nothing). It is easy to see that a collection of processes can be in their critical sections at the same time if and only if their corresponding vertex labels total no more than \(t\), i.e., if and only if there are no edges between their corresponding vertices. \(\square\)
Clearly, the same theorem holds if the term PV-chunk is replaced by test-and-set, since PV-chunk is a special case of test-and-set. The main result of this section is that the range 0 to 2 in Theorem 4.1 is the best possible, even if we use several shared variables and the more general test-and-set operations.

**Theorem 4.2.** Let a system of processes have the exclusion graph \( G = (V, E) \), which is a threshold graph with separator \( t \) as above. If there is a collection of entry and exit protocols that enforces the mutual exclusions in \( G \), using test-and-set on a collection of shared variables \( V_1, \ldots, V_k \) with \( |V_i| = v_i \), then the number of different sets of values assumable by the \( V_i \) (and hence the product of the \( v_i \)) must be at least \( t+1 \).

**Proof.** Suppose our synchronizing method stores adequate information in \( V_i \) through \( V_j \) so that a process can determine from them if it can enter its critical section, and suppose the set of \( V_i \) assume no more than \( t \) values. We will obtain a contradiction.

Put \( G \) in normal form as in §3, so that

\[
t+1 = \prod (d_k + 1), \quad (k = 1, \ldots, n).
\]

We will select \( t+1 \) different collectibles \( R_p \) of vertices from the union of the \( D_k, k = 1, \ldots, n \), and arrange them in order such that we have the following:

(a) Any two \( R_p \) and \( R_q \) differ, but their intersections with each \( D_k \) have one containing or equal to the other.

(b) \( R_p \) and \( R_{p+1} \) differ by only one vertex.

We do this by a process suggestive of Gray codes for numbers of mixed base. First, order each \( D_k \). For each sequence of integers \( (a_1, a_2, \ldots, a_n) \) with 0 ≤ \( a_k \) ≤ \( d_k \), select a set consisting of the first \( a_k \) elements of \( D_k \) for each \( k \). This yields \( \prod (d_k + 1) = t+1 \) sets meeting the conditions of (a). We must now order them to obey condition (b).

We do this by starting the set determined by \( (0, \ldots, 0) \), then going to \( (1, 0, \ldots, 0) \), \( (2, 0, \ldots, 0), \ldots, (d_1, 0, \ldots, 0), \ldots, (d_1, 1, 0, \ldots, 0), \ldots, (1, 1, 0, \ldots, 0), \ldots, (1, 1, 0, \ldots, 0), \ldots, (1, 0, 0, \ldots, 0), \ldots, (0, 2, 0, \ldots, 0) \) and then \( (0, 2, 0, \ldots, 0) \) and so on. The resulting list includes all \( t+1 \) sets and consecutive sets differ in just one element.

Start the system \( G \) with all processes outside their critical sections. Clearly, the first element of \( D_1 \) can enter its critical section; let it do so. Now go through the sequence of starts and stops (entries and exits of critical sections) dictated by the sequence \( R_p \) above: each element of \( D_1 \) starts (enters its critical section), the first element of \( D_2 \) starts, each element of \( D_2 \) stops (exits its critical section), and so on. Each step involves one element of a \( D_1 \) entering or exiting its critical section. At each stage some change may be made in one or more of the \( V_i \). There are \( t+1 \) stages (starting with no processes in critical sections and going through all the \( R_p \)). By hypothesis, the collection of \( V_i \) can assume only \( t \) distinct values, so there are two stages, \( R_p \) and \( R_{p+1} \), of the above process when the \( V_i \) are in identical states. We must now get from this to a contradiction.

Suppose the set \( R_p \) of processes in critical sections is represented by the \( n \)-tuple \( (a_1, \ldots, a_n) \) and the set \( R_q \) by \( (b_1, \ldots, b_n) \). These must differ; without loss of generality suppose \( b_i < a_i \) and \( b_j = a_j \) for \( i > j \). Now, one at a time, stop each process (if any) represented by \( b_i \), through \( b_n \), and the corresponding process in \( a_i \), through \( a_n \). Note that in each case we make the same process in each group leave its critical section, and the \( V_i \) have the same values afterward. Next we stop elements of \( D_1 \), one at a time, in both sets of processes (the same element in each) and do this \( b_i \) times so that one set has no elements of \( D_1 \) left in its critical section and the other has one or more still in critical sections; the values of the \( V_i \) are still the same. But now we have our contradiction; i.e., a process from \( C_i \) can enter its critical section with the remnant of the set \( R_p \) (where cannot do so without any process in \( R_q \).

Since this shows that using the test-and-set the more restrictive we also obtain the following:

**Corollary 4.** Let \( G \) be a threshold graph, allowing \( G \) to be \( k \) entry protocol, at least of its associated lab. and deadlock-prone in a \( G_k \); hence the tendency to deadlock a single atomic action.

We have now see a sufficient measure of PV-chunk and for testing in the special case with (after adjustments) a and a shared variable.

**Theorem 3.1 and 4.4**

5. Some examples

**Threshold graph, PV-chunk, conflicts.** In Example graph, test-and-set may present with (after adjustment) a and a shared variable. Theorem 3.1 and 4.4

**Example 5.1.** We take \( D_1 \) (Fig. 4), such that the graph shows that critical sections is represented by the \( n \)-tuple \( (a_1, \ldots, a_n) \) and the set \( R_p \) by \( (b_1, \ldots, b_n) \). These must differ; without loss of generality suppose \( b_i < a_i \) and \( b_j = a_j \) for \( i > j \). Now, one at a time, stop each process (if any) represented by \( b_i \), through \( b_n \), and the corresponding process in \( a_i \), through \( a_n \). Note that in each case we make the same process in each group leave its critical section, and the \( V_i \) have the same values afterward. Next we stop elements of \( D_1 \), one at a time, in both sets of processes (the same element in each) and do this \( b_i \) times so that one set has no elements of \( D_1 \) left in its critical section and the other has one or more still in critical sections; the values of the \( V_i \) are still the same. But now we have our contradiction; i.e., a process from \( C_i \) can enter its critical section with the remnant of
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The set $R_s$ (where now no process in $D_i$ or any later $D_k$ is in its critical section) but cannot do so with the remnant of $R_s$, despite the fact that the $V_i$ values are identical and no process in $C_i$ can tell one situation from the other. This completes the proof of Theorem 4.2.

Since this shows that $t+1$ values of shared variables are needed for a protocol using the test-and-set operation, it follows that at least $t+1$ values are needed using the more restrictive operation PV-chunk. From the fact that $[t] (d_k+1)$ values are needed we also obtain Corollary 4.3.

**Corollary 4.3.** The value of $t$ found in Theorem 3.3 is the smallest value of $t$ allowing $G$ to be labeled as a threshold graph.

*Proof.* If the graph had a threshold labeling with a separator $s < t$, then by Theorem 4.1, mutual exclusion could be managed with a shared variable with $s+1$ distinct values. □

This is the minimality result of Orlin [16], proved in a quite different fashion. We also obtain a proof of a theorem on graph coverings [15].

**Corollary 4.4.** Let $G$ be a threshold graph and let $G_1, G_2, \ldots, G_n$ be subgraphs, which are threshold graphs and whose union covers $G$ (i.e., includes all vertices and edges of $G$). Let $G$ have separator $t$ and let each $G_i$ have separator $t_i$. Then $[t] (t_k+1) = t+1$.

*Proof.* The system of processes whose exclusion graph is $G$ can have mutual exclusion enforced by enforcing it within each subgraph $G_i$. Each process will, in its entry protocol, attempt to decrement shared variables $V_i$ through $V_n$ by the amount of its associated label in the respective $G_i$. While this approach is definitely lockout- and deadlock-prone, it does enforce the needed exclusions since every edge of $G$ is in a $G_i$; hence the shared variables are capable of at least $t+1$ distinct values. (The tendency to deadlock can be overcome by having the set of PV-chunk operations be a single atomic action, as is the case in the UNIX System V implementation.)

We have now seen that for threshold graphs, $[t] (d_k+1) = t+1$ is a necessary and sufficient measure of the shared values needed to enforce mutual exclusion, both for PV-chunk and for test-and-set.

In the special case of a clique (all nodes connected), we have a threshold graph with (after adjustment for our normal form) one element in $D_i$, the rest in $C_i$, $t=1$, and a shared variable with two values is necessary and sufficient. This special case is Theorems 3.1 and 4.4 of [2].

**5. Some Examples.** Section 4 shows that for processes whose conflict graph is a threshold graph, PV-chunk and test-and-set operations require similar storage to avoid conflicts. In Example 5.1 we show that when the conflict graph is not a threshold graph, test-and-set may require less storage.

**Example 5.1.** We consider a system $S$ consisting of four processes $A$, $B$, $C$, and $D$ (Fig. 4), such that each of $A$ and $C$ conflict with each of $B$ and $D$. (This is the case $n=4$ of the famous dining philosophers problem. See, for instance, [10].) We can avoid conflict using test-and-set with one shared variable, values 0 through 3; to avoid

![Fig. 4]
conflict using PV-chunk requires at least two shared variables and four bits to store the shared variables.

We first give a solution for test-and-set. Let A and C each incorporate the entry protocol:

\[
\text{test } V \text{ until } V = 0 \text{ or } 1 \text{ then } V := 2 \times V + 1
\]

(i.e., change 0 to 1 or change 1 to 3) and the following exit protocol:

\[
V := (V - 1)/2.
\]

Let B and D have the following entry protocol:

\[
\text{test } V \text{ until } V = 0 \text{ or } 2 \text{ then } V := V/2 + 2
\]

(i.e., change 0 to 2 or change 2 to 3) and the following exit protocol:

\[
V := 2 \times (V - 2).
\]

The effect is that V is 0 if no process is in its critical section (or entry or exit protocols), 1 if A or C is in its critical section, 2 if B or D is, and 3 if both A and C or both B and D are in critical sections. This shows that four possible shared values (one variable, occupying two bits of storage) enable test-and-set to enforce mutual exclusion in this system.

It is harder to show how many values are needed to control this system using PV-chunk. We use a method developed more fully in [15]. Suppose there are shared variables \(V_1, \ldots, V_n\) which control the system S. Each of A, B, C, and D, while executing its entry protocol to enter its critical section, changes one or more of \(V_1, \ldots, V_n\); it fails to enter its critical section if some \(V_i\) cannot be sufficiently decremented at this time. Denote by \(a_i\) through \(d_i\) the decrements that A through D, respectively, apply to each \(V_i\) and by \(t_i\) the maximum permissible value of each \(V_i\). Now for each \(k\), the labels \(a_i\) through \(d_i\) and maximum \(t_i\) induce a graph on the four vertices (possibly with no edges) showing the processes prevented from running at once by that \(V_i\); in [9] it has been shown that each graph induced in this fashion is a threshold graph. The square denoting the system S is the union of these graphs. Since the square is not itself a threshold graph, there must be at least two \(V_i\)'s:

PV-chunk operations cannot control S with just one shared variable.

Here is a simple solution using two shared variables, both initialized to 2 before the processes begin execution. Note that it does enforce the necessary mutual exclusion, is deadlock-free, but is not lockout-free and does not have bounded waiting.

A's Entry Protocol: Test \(V_i\) until \(V_i \geq 2\) then \(V_i := V_i - 2\);
A's Exit Protocol: \(V_i := V_i + 2\);
B's Entry Protocol: Test \(V_i\) until \(V_i \geq 1\) then \(V_i := V_i - 1\);
B's Exit Protocol: \(V_i := V_i + 1\); \(V_i := V_i + 1\);
C's Entry Protocol: Test \(V_i\) until \(V_i \geq 2\) then \(V_i := V_i - 2\);
C's Exit Protocol: \(V_i := V_i + 2\);
D's Protocols are the same as B's.

In fact, the square can be a union of threshold graphs in very few ways: the threshold graphs that are subgraphs of the square are (i) the single edge, which we can take as having \(t = 1\) and each vertex labeled 1; and (ii) the union of two adjoining edges, which we can take as having the central vertex labeled 2, each end vertex 1, and \(t = 2\). Thus the notion of equivalent controlling two or (iii) one variable values 0 to 1, etc. requires two bits and at least four bits.
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Example 5.2. accessing data by a process to think about it in the example is an ex.§ 4. In the standi; access the same re- others (writers) w update or read-an- process at once; lock on the record overlapped with a record.

Suppose a d: fields in a record:

1: 0

where the first th record so we can f field field, 'AMOUNT' due, might change, different office, the each of the four fi field, or to write the.

For example, the form "Does six from field 3) woul sales/man 3057 in on 3057 in office 103.
2W ("delete all rec due from account 3.

Interestingly, 1R, 1W, 4R, 4V graph that is a thr vertices in the sets (c to vertices in the set conflict with each ot.

Thus, if we ha which might appear including the inde
and $t = 2$. Thus the minimal sets of $V_i$ associated with the square, up to some reasonable notion of equivalence, must be one of (i) $V_i$, and $V_j$, each with values 0 to 2, each controlling two edges; (ii) $V_i$ to $V_j$, each with values 0 to 1, each controlling one edge; or (iii) one variable with values 0 to 2, controlling two edges, and two variables with values 0 to 1, each controlling one edge. Since a variable with values 0 through 2 requires two bits to store the shared variables, this means at least two shared variables and at least four bits of shared memory are needed to control this system. This completes Example 5.1. Some arguments very similar in philosophy to those in the latter part of this example have been given in [7] and [8].

Example 5.2. Here we illustrate a natural way in which threshold graphs arise in accessing data base management systems. The reader-writer problem is a well-known problem concerning synchronization of accesses to a data base; I was motivated to think about it in this context by [17], and other references may be found therein. This example is an expansion on this problem in the spirit of the example at the start of § 4. In the standard problem, there are in a system several transactions wishing to access the same record: some (readers) want to read data from it without changing it; others (writers) want to change the data (we oversimplify here by not distinguishing update or read-and-write transactions from simple writes). Any number of readers can proceed at once; a writer cannot proceed unless it has exclusive use of the record (a lock on the record), since simultaneous writes might produce nonsense and a read overlapped with a write might return, e.g., a partially changed, not internally consistent, record.

Suppose a database record contains keys with several parts. For example, the fields in a record might be

1: OFFICE
2: SALESMAN
3: ACCOUNT
4: AMOUNT

where the first three are keys, that is, jointly they uniquely identify the customer's record so we can find the amount due from the customer; this amount is stored in field 4, "AMOUNT." It is possible that one or more of the keys, as well as the amount due, might change because of, e.g., the customer moving to a region served by a different office, the salesman being replaced, or two customer firms merging. Thus, for each of the four fields, we can image a transaction to read the record as far as that field, or to write the record from that field onward.

For example, a transaction of type 2R (read fields to 2) would answer a query of the form "Does salesman 3057 serve any accounts at office 103?" and a 3W (write from field 3) would serve a transaction of the form "Open account number 566 for salesman 3057 in office 103." Note that, in fact, these two transactions could proceed at the same time, if it is understood that the second will fail if there is no salesman 3057 in office 103. The second transaction could not proceed simultaneously with a 2W ("delete all records for salesman 3057 in office 103") or a 4R ("what is the balance due from account 566, office 103, salesman 3057?")

Interestingly, a set of transactions consisting of transactions of types $1R, 1W, \cdots, 4R, 4W$ (and similarly for longer sets of multiple keys) has an exclusion graph that is a threshold graph. The transactions of type $1W, \cdots, 4W$ correspond to vertices in the sets $C_i, \cdots, C_i$, respectively, and those of type $1R, \cdots, 4R$ correspond to vertices in the sets $D_i, \cdots, D_i$, in the normal form of a threshold graph. (All writes conflict with each other; no reads conflict with each other; $jR$ conflicts with $kW$ if $j \geq k$.

Thus, if we have an upper bound on the number of transactions of each type which might appear in the system at one time, we could manage record locking—including the indicated partial record locking— with PV-chunk operations on a single
shared variable. If we knew there would be at most four operations of each of the "read" types, the labels of the corresponding vertices would be 1 for 1R, 5 for 2R, 25 for 3R, 125 for 4R, and the separator would be $t = 624$. Mutual exclusion could be managed using a single shared variable capable of assuming 625 distinct values.

Interestingly, changing the number of writers—the transactions that appear to require the most extensive locks—does not change these numbers; to reduce $t$ we must reduce the number of readers, not the number of writers. This is consistent in a broad sense with the observations in [17] where the added memory to avoid delays is determined by the number of potential readers (there, only one writer is considered). By contrast, changing reader transactions from one subtype to another does change $t$: if there were at most two transactions of types 1R and 2R, and at most six each of types 3R and 4R, then we would have

$$t = (2 + 1)(2 + 1)(6 + 1)(6 + 1) - 1 = 440.$$  

6. Conclusions and additional problems. Earlier papers such as [2] present a careful analysis of the amount of shared memory required to solve the problem of mutual exclusion when all processes exclude all others. In real applications, it may be possible for some sets of processes, but not others, to enter critical sections simultaneously. A major step in this direction appears in [12], which bounds the delays occurring in the mutual exclusion algorithm by imposing a "locality" condition: particular processes are constrained to share resources only with a limited number of other "nearby" processes. It would be desirable to have efficient solutions, and bounds on possible solutions, for other more general cases. This paper considers systems of asynchronous parallel processes in which the desired mutual exclusions can be modeled by a threshold graph. These differ strongly from the cases concentrated on in [12], since threshold graphs always have a vertex that is adjacent to all other (nonisolated) vertices. In our limited case, simple mutual exclusion (without lockout prevention or other desirable features) can be managed by a single PV-chunk operation in the entry protocol preceding the critical section in each process, using a single shared variable with range from 0 to $t$, with $t$ denoting the minimal separator of the corresponding threshold graph.

Establishing this requires giving a new algorithm for the minimal separator previously calculated by Orlin, and allowing the separator to be written as a product formula in terms of the numbers of vertices in certain classes in the graph (this could also be expressed in terms of vertex degrees or the size of maximal cliques; see also [15]).

For controlling mutual exclusion in this limited case, PV-chunk requires no more shared memory than the Lynch-Fischer test-and-set operation. An example suggests that for more general graphs, test-and-set will manage exclusion with fewer shared variables and fewer bits of shared variables than PV-chunk. A final example suggests that PV-chunk may, in fact, provide an efficient tool for certain kinds of partial-record locking and certain kinds of reader-writer management problems in database systems.

This leaves a great many open problems. What are efficient ways of managing mutual exclusion situations modeled by more complex graphs than threshold graphs, or indeed, not modeled by graphs at all? (Surely the different form of graph models provided in [12] carry different information than the models here.) Can we find algorithms that incorporate lockout prevention or fairness as well as mutual exclusion, while still using PV-chunk operations or other operations that seem easier to implement in efficient hardware than the general test-and-set operation? Does test-and-set solve these other problems with significantly less memory, or significantly faster algorithms, than simpler synchronization primitives? A referee suggests that in some sense Theorem 4.2 does not appear to depend on the synchronization primitive used. The number

$t + 1$ is in some sense represented in the

Example 5.1, is it appropriate here to use one primitive?
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